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Abstract—Image segmentation with low computational burden 
has been highly regarded as important goal for researchers. 
Various image segmentation methods are widely discussed and 
more noble segmentation methods are expected to be 
developed when there is rapid demand from the emerging 
machine vision field. One of the popular image segmentation 
methods is by using normalised cuts algorithm. It is 
unfavourable for a high resolution image to have its resolution 
reduced as high detail information is not fully made used when 
critical objects with weak edges is coarsened undesirably after 
its resolution reduced. Thus, a graph-based image 
segmentation method done in multistage manner is proposed 
here. In this paper, an experimental study based on the method 
is conducted. This study shows an alternative approach on the 
segmentation method using k-means clustering and normalised 
cuts in multistage manner.  

Keywords-image segmentation; normalised cuts; k-means 
clustering 

I.  INTRODUCTION  
Image segmentation has been recognised as fundamental 

task in various image and video processing applications. 
Often, the purpose of image segmentation is to carry out 
decomposition of an image into meaningful segments such 
that these segments correlate with the real world and these 
are used for further important analysis. For example, in 
medical imaging field, segmentation plays an important role 
by locating certain anatomical part that a physician required 
to focus on which enables a proper treatment planning can be 
conducted in effective manner.    

Exploitations on segmentation method approach lead to 
developing reliable segmentation techniques by many 
researchers. Two main segmentation approaches can be 
grouped for these segmentation techniques, local features 
based segmentation and global features based segmentation 
approach. Local features based approach such as Canny edge 
detector [1], uses local information for particular sets of 
pixels or surrounding pixels with central pixel in it [2]. 
However, edge detector has drawbacks. One of them is that 
it solely relies on local calculations of the particular set of 
pixels [3]. The boundary identifiers are not susceptible 
enough to detect critical edges of objects in an image. The 
misdetection of edges will result such that there is no 
guarantee for complete closed outline contours of a 
significant object in an image can be generated [4]. Unclosed 

contours will give undesirable segmentation results as 
distinctive features between different objects in an image are 
not clear.  

 Global features based image segmentation techniques 
are implemented by researchers to solve the limitation of 
edge detectors. An image should be viewed globally by 
simply indentifying the similarity and dissimilarity regions in 
an image. Image pixels that share common features such as 
brightness or colour are grouped as one region which 
indicating they belong to same object. One of the global 
features based image segmentation method is graph 
partitioning method by simply representing an image as a 
graph that can be partitioned into meaningful segments. With 
this method, distinctive features between regions are clear 
enough to enable the formation of closed contours of regions 
[5]. In this graph partitioning method, pixels are considered 
as nodes and there are connecting links between them. Each 
of the links for all paired nodes gives important similarity 
information between the nodes. Low similarities between 
two nodes are known as weak links are bound to be removed 
and these form disjointed segments. Normalised cuts 
algorithm is introduced here for the graph partitioning 
approach. K-means clustering is incorporated with this 
normalised cuts algorithm. To improve the computational 
efficiency as normalised cuts algorithm requires massive 
similarity measurement computation, the image 
segmentation is done in two stages [6]. 

The details of the multistage segmentation process in 
this paper are structured as followings. Section II described 
the normalised cuts algorithm and the flow of the 
segmentation by implementing it in multistage manner. 
Segmentation on synthetic images based on proposed 
approach is presented in section III. In section IV, the 
experimental results based on case-to-case natural image 
segmentation and discussions are provided. This paper is 
concluded in section V. 

II. MULTISTAGE IMAGE SEGMENTATION WITH 
NORMALISED CUTS 

A. Normalised Cuts  
Normalised cuts algorithm is generally based on graph 

theoretic approach in which grouping similar pixels into 
homogeneous regions. A weighted graph G = (V, E) which 
represents an image contains the vertices (nodes), V and 
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edges, E. The E is related to weights, w. The similarity 
measurement between node i and node j is denoted by w. 
The graph is then bi-partitioned into two distinct sub-graphs 
A and B with the condition that it minimizes the value of  

                             
,

( , ) ( , )
i A j B

cut A B w i j
 

  ,         (1)  

with constraint AB = V and A∩B = Ø [7, 8, 9]. Based on 
the dissimilarity measurement between two sub-graphs A 
and sub-graphs B, the weights of the pairs of nodes are to be 
removed is shown in (1). The bi-partitioning process is done 
recursively until a minimum cuts is met and k sub-graphs 
are formed. The criterion of the minimum cuts is such that 
the maximum possible cut across the sub-graphs is 
minimized. There is high similarity in the formed 
homogeneous sub-graphs and low similarity across different 
sub-graphs. There is weakness on this minimum cut 
criterion such that its cut algorithm favors in cutting isolated 
nodes when forming sub-graphs.  

Another cut algorithm which is the normalised cuts 
(Ncut) is proposed to solve the problem [7, 8, 9]. The 
normalised cut criterion is derived as in 

 ( , ) ( , )( , )
( , ) ( , )

cut A B cut A BNcut A B
assoc A V assoc B V

  ,           (2) 

whereby assoc(A,V) = ∑iA,jV w(i, j). The Ncut(A,B) is then 
transformed to 

     ( )D W y Dy  ,        (3) 

to solve for the eigenvectors y and eigenvalues . D  W, a 
Laplacian matrix whereby W is a symmetrical matrix with 
W(i, j) = w(i, j). Each of the weight elements in matrix W is 
defined as 
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where F(i) is feature vector based on intensity value in 
colour of node i and X(i) is the spatial location of the node. 
When a pair of node i and node j is more than r number of 
pixels apart the weight w(i, j) is considered 0. D is a 
diagonal matrix with d(i)=∑j=1 w(i, j) on its diagonal [7, 8, 
9].  

Clustering is performed on the computed eigenvector. 
The computed eigenvector contains description value 
corresponds to each of the pixel in terms of spatial and pixel 
intensity measurement in the image. Eigenvector 
corresponds to the second smallest eigenvalue is chosen for a 
clustering algorithm to partition the eigenvector. After the 
clustering process on the eigenvector, segmentation result is 

finally obtained based on the clusters formed among the 
eigenvector. K-means clustering [10] is selected to perform 
the clustering. Mean-shift algorithm for the clustering is 
opted to be used for the clustering algorithm [11]. However, 
because of the mean-shift clustering performs much slower 
than the k-means although the value k are not needed as 
input parameter, mean-shift clustering is not selected for the 
clustering on the computed eigenvector. 

B. Two-Stage Segmentation with Normalised Cuts 
Normalised cuts requires massive matrix of similarity 

measurement. Such large matrix is not ideally to be 
processed. To retain information in a high resolution image, 
the image can be divided into equal size of box-shaped 
image cells [12]. It is known that natural scene image has 
irregular pixels distribution pattern. A preliminary check is 
perform on every image cell to determine whether the 
particular cell requires normalised cuts algorithm since the 
frequency of image pixels is distributed unevenly.   

The first stage of segmentation is run with the k1, number 
of clusters is provided. Although over-segmentation would 
likely to be occurred, it helps to reduce the tendency of 
object boundaries to be missed out. Fig. 1 shows an image is 
divided into designated number of cells and local 
segmentation on each of the cells. The segmentation on each 
of the cells is done independently. Segmented clusters from 
the image cells are then expected to be merged in second 
stage segmentation. In the second stage segmentation, 
simple representations of the clusters are computed by 
representing each cluster with one pixel node at centroid 
location of the cluster. Normalised cuts are also run on these 
computed nodes at the second stage segmentation. The 
value of maximum distance for a pair of pixels can be apart, 
r, and the standard deviation for the spatial location of the 
node, σs are different with the one in first stage because the 
computed nodes are scattered in sparse manner. The 
computed nodes are then taken for similarity measurement. 
Clusters are then merged together by grouping the nodes in 
a same region when they share common similarity based on 
color and spatial feature.  

III. SEGMENTATION ON SYNTHETIC IMAGES 
To illustrate image segmentation based on the proposed 

approach, a simple 40 × 40 synthetic image with checker 
pattern is used here to illustrate the various parameters 
settings that give significant influence to the segmentation 
performance. 

A. Effect of σI  in Segmentation 
By implementing 4 × 4 image cells segmentation, 4 

clusters are well segmented out. Each cell contains 4 
different colours are clustered separately for each colour. 
Fig. 2 shows its segmentation result with σI = 10 in second 
stage segmentation. When σI is decreased until it is less than 
1, no segmentation result can be produced. This is most 
likely due to its σI is too small such that the k-means 
clustering fails to converge. Increasing σI tends to produce  
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Figure 1.  3 × 3 image cells and its segmentation on the image cells 

individually. 

incorrect segmentation as it can be shown in Fig. 3. Notice 
that from σI  = 1000 to σI  = 10000, there are no difference in 
the segmentation results. The optimal value σI for correct 
segmentation is image content dependent when the colour in 
the image is altered with similar checker pattern and 4 × 4 
image cells. Fig. 4 shows the segmentation results with 
different colour combination. 

B. Effect of σS in Segmentation 
As normalised cuts algorithm used here is based on the 

colour similarity and spatial similarity, the effect σS on the 
segmentation has been experimentally tested. Similar initial 
settings mentioned in previous sub-section for the 
segmentation to be performed and σI = 10 is used throughout 
the test. Various value σS have been used for the test. The 
segmentation results with various σS are shown in Fig. 5. It 
can be seen that the σS for correct covers a wide range even 
up to value of 5000. This most likely tells the increasing of 
σS  until a stage such that it has no negative effect on the 
segmentation process.  

C. Effect of Number of Clusters Segmented Per Cell in 
Segmentation 
In the first stage of local segmentation, since local 

segmentation take place on each of the cells, the number of  
 
 

Figure 2.  Segmentation with σI  = 10 in second stage segmentation. 
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Figure 3.  Segmentation results with various σI. 

clusters segmented per cell reflects how detail the 
segmentation of the image should be done.   

Increasing the number of clusters per cell will reduce the 
number of pixels for each node to represent. It is idea that 
the number of clusters per cell to be increased such that the 
nodes will have less number of pixels to represent.  Thus, 
this reduces the tendency of under segmentation. However, 
needless to say that the number of clusters for the image to 
be segmented out shall never be more than the number of 
clusters generated from the cells as the k-means clustering 
fails to converge whereby the number of centroids is equal 
to the number of segmented clusters of an image. Fig. 6 
shows the node view in second stage segmentation, result 
and graph of eigenvector corresponding with the node by 
from two different numbers of clusters per cell implemented. 

IV. IMAGE SEGMENTATION ON NATURAL IMAGE  
To illustrate image segmentation based on the proposed 

approach, natural images are shown in following figures.   

A. Segmentation on Image with Tiny Objects  
Based on the Fig. 7, boundaries of the segmented cluster 

follow nicely with the edge of the planes in the image. The 
segmentation for the image whereby the image is divided  

Input Image:  Image Cell 4×4:  
 

Result:        

Cluster 1 Cluster 2

Cluster 3 Cluster 4

 

Cell 1 Cell 2 

Cell 3 Cell 4 
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Figure 4.  Segmentation results on different colour combination with 
similar checker pattern with various σI . 
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Figure 5.  Segmentation results with various σS  by applying σI = 10. 

into numerous image cells takes about 295 seconds which is 
considered long.   

Figure 6.  Segmentation results with 2 different numbers of clusters per 
cell are implemented. 

In the attempt to reduce computation time, generation of 
10×10 image cells is performed for the segmentation. 
Eventually, the computation takes about 35 seconds which is 
less than the previous one about 8.4 times of the computation 
time. The area of an image cell has become smaller although 
more cells are added for first stage segmentation. This shows 
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increasing number of cells helps to reduce the computation 
time. Small image cell is not appropriate for image with tiny 
objects in it. This leads to the segmentation on the large 
portion area of image is performed unnecessary. Fig. 8 
shows the segmentation result when the number of clusters 
per cell is increased. 

B. Segmentation on Image with Large Object 
Fig. 9 shows a plane being segmented out from the 

background. More detailed contents of the cell are 
segmented out, when the number of clusters per cell 
increased. The number of clusters per cell indicates the 
complexity of the image itself. High number of image 
clusters per cells indicates the image is made up of numerous  
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Figure 7.  10 × 10 image cell and its segmentation result. 

Inserted inputs: mainClusterComp2(patrol.jpg,20,20,2,2,1,1,0.08,0.05,1,1 )
Cell 1.
Cell 2.

Cell 3.
Cell 4.
Cell 5.
Cell 6.

Cell 7.
Cell 8.

Cell 9.
Cell 10.
Cell 11.

Cell 12.
Cell 13.

Cell 14.
Cell 15.
Cell 16.
Cell 17.
Cell 18.

Cell 19.
Cell 20.

Cell 21.
Cell 22.

Cell 23.
Cell 24.
Cell 25.
Cell 26.

Cell 27.
Cell 28.

Cell 29.
Cell 30.
Cell 31.

Cell 32.
Cell 33.

Cell 34.
Cell 35.
Cell 36.
Cell 37.
Cell 38.

Cell 39.
Cell 40.

Cell 41.
Cell 42.

Cell 43.
Cell 44.
Cell 45.
Cell 46.

Cell 47.
Cell 48.

Cell 49.
Cell 50.
Cell 51.

Cell 52.
Cell 53.

Cell 54.
Cell 55.
Cell 56.
Cell 57.
Cell 58.

Cell 59.
Cell 60.

Cell 61.
Cell 62.

Cell 63.
Cell 64.
Cell 65.
Cell 66.

Cell 67.
Cell 68.

Cell 69.
Cell 70.
Cell 71.

Cell 72.
Cell 73.

Cell 74.
Cell 75.
Cell 76.
Cell 77.
Cell 78.

Cell 79.
Cell 80.

Cell 81.
Cell 82.

Cell 83.
Cell 84.
Cell 85.
Cell 86.

Cell 87.
Cell 88.

Cell 89.
Cell 90.
Cell 91.

Cell 92.
Cell 93.

Cell 94.
Cell 95.
Cell 96.
Cell 97.
Cell 98.

Cell 99.
Cell 100.

Cell 101.
Cell 102.

Cell 103.
Cell 104.
Cell 105.
Cell 106.

Cell 107.
Cell 108.

Cell 109.
Cell 110.
Cell 111.

Cell 112.
Cell 113.

Cell 114.
Cell 115.
Cell 116.
Cell 117.
Cell 118.

Cell 119.
Cell 120.

Cell 121.
Cell 122.

Cell 123.
Cell 124.
Cell 125.
Cell 126.

Cell 127.
Cell 128.

Cell 129.
Cell 130.
Cell 131.

Cell 132.
Cell 133.

Cell 134.
Cell 135.
Cell 136.
Cell 137.
Cell 138.

Cell 139.
Cell 140.

Cell 141.
Cell 142.

Cell 143.
Cell 144.
Cell 145.
Cell 146.

Cell 147.
Cell 148.

Cell 149.
Cell 150.
Cell 151.

Cell 152.
Cell 153.

Cell 154.
Cell 155.
Cell 156.
Cell 157.
Cell 158.

Cell 159.
Cell 160.

Cell 161.
Cell 162.

Cell 163.
Cell 164.
Cell 165.
Cell 166.

Cell 167.
Cell 168.

Cell 169.
Cell 170.
Cell 171.

Cell 172.
Cell 173.

Cell 174.
Cell 175.
Cell 176.
Cell 177.
Cell 178.

Cell 179.
Cell 180.

Cell 181.
Cell 182.

Cell 183.
Cell 184.
Cell 185.
Cell 186.

Cell 187.
Cell 188.

Cell 189.
Cell 190.
Cell 191.

Cell 192.
Cell 193.

Cell 194.
Cell 195.
Cell 196.
Cell 197.
Cell 198.

Cell 199.
Cell 200.

Cell 201.
Cell 202.

Cell 203.
Cell 204.
Cell 205.
Cell 206.

Cell 207.
Cell 208.

Cell 209.
Cell 210.
Cell 211.

Cell 212.
Cell 213.

Cell 214.
Cell 215.
Cell 216.
Cell 217.
Cell 218.

Cell 219.
Cell 220.

Cell 221.
Cell 222.

Cell 223.
Cell 224.
Cell 225.
Cell 226.

Cell 227.
Cell 228.

Cell 229.
Cell 230.
Cell 231.

Cell 232.
Cell 233.

Cell 234.
Cell 235.
Cell 236.
Cell 237.
Cell 238.

Cell 239.
Cell 240.

Cell 241.
Cell 242.

Cell 243.
Cell 244.
Cell 245.
Cell 246.

Cell 247.
Cell 248.

Cell 249.
Cell 250.
Cell 251.

Cell 252.
Cell 253.

Cell 254.
Cell 255.
Cell 256.
Cell 257.
Cell 258.

Cell 259.
Cell 260.

Cell 261.
Cell 262.

Cell 263.
Cell 264.
Cell 265.
Cell 266.

Cell 267.
Cell 268.

Cell 269.
Cell 270.
Cell 271.

Cell 272.
Cell 273.

Cell 274.
Cell 275.
Cell 276.
Cell 277.
Cell 278.

Cell 279.
Cell 280.

Cell 281.
Cell 282.

Cell 283.
Cell 284.
Cell 285.
Cell 286.

Cell 287.
Cell 288.

Cell 289.
Cell 290.
Cell 291.

Cell 292.
Cell 293.

Cell 294.
Cell 295.
Cell 296.
Cell 297.
Cell 298.

Cell 299.
Cell 300.

Cell 301.
Cell 302.

Cell 303.
Cell 304.
Cell 305.
Cell 306.

Cell 307.
Cell 308.

Cell 309.
Cell 310.
Cell 311.

Cell 312.
Cell 313.

Cell 314.
Cell 315.
Cell 316.
Cell 317.
Cell 318.

Cell 319.
Cell 320.

Cell 321.
Cell 322.

Cell 323.
Cell 324.
Cell 325.
Cell 326.

Cell 327.
Cell 328.

Cell 329.
Cell 330.
Cell 331.

Cell 332.
Cell 333.

Cell 334.
Cell 335.
Cell 336.
Cell 337.
Cell 338.

Cell 339.
Cell 340.

Cell 341.
Cell 342.

Cell 343.
Cell 344.
Cell 345.
Cell 346.

Cell 347.
Cell 348.

Cell 349.
Cell 350.
Cell 351.

Cell 352.
Cell 353.

Cell 354.
Cell 355.
Cell 356.
Cell 357.
Cell 358.

Cell 359.
Cell 360.

Cell 361.
Cell 362.

Cell 363.
Cell 364.
Cell 365.
Cell 366.

Cell 367.
Cell 368.

Cell 369.
Cell 370.
Cell 371.

Cell 372.
Cell 373.

Cell 374.
Cell 375.
Cell 376.
Cell 377.
Cell 378.

Cell 379.
Cell 380.

Cell 381.
Cell 382.

Cell 383.
Cell 384.
Cell 385.
Cell 386.

Cell 387.
Cell 388.

Cell 389.
Cell 390.
Cell 391.

Cell 392.
Cell 393.

Cell 394.
Cell 395.
Cell 396.
Cell 397.
Cell 398.

Cell 399.
Cell 400.  

1
2

3
4

5
6

7
8

9
10

11
12

1314

15
16

1718

19
20

21
22

23
24

2526

27
28

29
30

31
32

33
34

35
36

37
38

3940

41
42

43
44

45
46
47

484950

51
52

53
54

5556
57
58
5960
61
62

63
64

65
66

6768

69
70

7172
7374

75
76

77
78

7980
8182

83 84
85

868788

8990

91
92

93
94
9596
97
98

99100
101

102103
104

105
106

107108

109
110

111
112
113
114

115
116

117
118
119

120
121
122
123

124
125
126

127
128

129
130

131
132
133
134

135
136

137
138
139

140

141
142

143
144
145

146
147

148
149

150
151
152
153

154
155

156
157
158

159

160

161
162
163

164
165

166
167

168
169
170
171

172
173

174
175
176

177

178

179
180
181

182
183

184
185

186
187
188
189

190
191

192
193

194

195
196

197
198
199

200
201

202
203

204
205
206
207

208
209

210
211
212

213
214
215

216
217
218

219
220

221
222

223
224
225
226

227
228

229

230

231
232
233

234
235
236

237
238

239
240

241
242
243
244

245
246

247

248
249
250
251

252
253
254

255
256

257
258

259
260
261
262

263
264

265
266

267
268
269
270

271
272
273

274
275

276
277

278
279
280
281

282

283

284

285
286
287
288

289
290
291

292
293

294
295

296
297
298
299

300

301
302
303

304
305
306
307

308
309
310

311
312

313
314

315
316
317
318

319

320
321

322
323
324
325

326
327
328

329
330

331
332

333
334
335
336

337

338
339

340
341
342

343
344
345

346
347

348
349

350
351
352

353

354

355
356
357

358
359
360

361
362

363
364

365
366
367

368

369

370
371

372
373
374

375
376

377
378

379
380

381

382

383
384

385
386
387

388
389

390
391

392
393

394

395
396
397

398
399
400

401
402

403
404

405
406
407

408

409
410
411

412
413
414

415
416

417
418

419
420
421
422

423

424

425

426
427
428
429

430
431
432

433
434

435
436

437
438
439
440

441
442

443
444
445

446
447
448
449

450
451
452

453
454  

Image cells division                   First stage segmentation           
 
Segmentation result:  

 

Cluster 1

 

Cluster 2

 

Figure 8.  20 × 20 image cell and its segmentation result. 

objects which allow more clusters needed to be segmented 
out. However, increasing the number of clusters per cell 
should be done cautiously to avoid segmentation to the 
extent where some of the edges in the image such as the 
object’s shading and shadow are segmented out separately. 
Selecting an optimal number of clusters per cell should be 
based on the image content or application used to reduce the 
tendency of the image being segmented undesirably. The 
size of image cells can be inconsistent when there are 
certain objects in the image need more detailed 
segmentation on it.  

C. Segmentation on Image with Rich Boundaries 
The common goal of image segmentation is conducted is 

to segment out objects in foreground from the background 
of an image. However, when the background of an image is 
rich with multiple colours and textures, it is hard to define 
which objects are to be segmented from background. This 
occurs when the object’s edges seemingly appear to be part 
of the background. An image from the Berkeley 
Segmentation Dataset (BSDS500) [13] contains the steel 
roller coaster tracks reflects the issue and its result is shown 
in Fig. 10. Primitive image segmentation method may not 
perform well when the image contains unclear boundaries 
give more challenges to the researchers to improve. A high-
level knowledge may have to be incorporated in it to 
improve the method [14].    
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Figure 9.  10 × 10 image cell segmentation, 3 clusters per cell, 

segmentation result and graph. 
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Figure 10.  An image from BSDS500 and its segmentation result. 

V. CONCLUSIONS 
This paper presents an experimental study on image 

segmentation with alternative approach for normalised cuts 
algorithm. To optimise the performance of normalised cuts 
algorithm is considered a NP-hard problem [4]. Thus, an 
alternative approach should be implemented to help reducing 
unnecessary image segmentation instead of performing 
segmentation on whole image alone. Segmentation on image 
part by part individually also helps to speed up the 
computation time of similarity measurement in normalised 
cuts algorithm.  

This study leads to implement a method such it balances 
up the trade-off between efficiency and effectiveness of the 
normalised algorithm. Artificial intelligence technique such 
as neural network can be implemented as pre-processing 
technique [15]. This technique can adaptively fine tune 
parameters such as the image cell size and numbers of 
image cells according to the image content, foreground area 
that covers more than background area, the number of 
image cells can be such a way it is not many to reduce the 
tendency of waste in computation time in normalised cuts 
algorithm.  
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